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DIAGNOSTIC IMAGING APPARATUS,
DIAGNOSTIC ULTRASONIC APPARATUS,
AND MEDICAL IMAGE DISPLAYING
APPARATUS

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a divisional application of U.S. appli-
cation Ser. No. 13/107,249, filed May 13, 2011, and claims
the benefit of priority from Japanese Patent Application No.
2010-112293, filed on May 14, 2010; and Japanese Patent
Application No. 2011-82083, filed on Apr. 1, 2011. The
entire contents of the above-identified applications are incor-
porated herein by reference.

FIELD

Embodiments described herein relate generally to a diag-
nostic imaging apparatus, a diagnostic ultrasonic apparatus,
and a medical image displaying apparatus.

BACKGROUND

A diagnostic ultrasonic apparatus generates an ultrasonic
image from a reflection wave signal that is obtained by
scanning a subject with an ultrasonic probe. Some of the
diagnostic ultrasonic apparatus are provided with a touch
panel to display an ultrasonic image and also to receive
various operations from an operator. For such diagnostic
ultrasonic apparatus incorporating a touch panel, a conven-
tional technology has been known that displays graphics
such as switches, icons, and tabs on the monitor of the touch
panel, receives operations with respect to these graphics, and
thereby displays various menus for an ultrasonic image.

With such a conventional technology, however, if graph-
ics such as switches, icons, and tabs are constantly displayed
on the monitor, these graphics reduce the display area of an
ultrasonic image. Thus, the display area is not always
effectively used during examination of a medical image such
as an ultrasonic image according to the conventional tech-
nology.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram for showing the structure of a
diagnostic ultrasonic apparatus according to the first
embodiment;

FIG. 2 is a functional block diagram for showing the
structure of the diagnostic ultrasonic apparatus according to
the first embodiment;

FIG. 3 is a diagram for showing an example of setting
information stored in a setting information storage unit
according to the first embodiment;

FIGS. 4 to 10 are diagrams for showing menus that are
displayed by a display control unit according to the first
embodiment;

FIG. 11 is a diagram of an example layout of menus
determined by a setting information changing unit according
to the first embodiment;

FIG. 12 is a flowchart for showing the process procedure
of displaying a menu on the diagnostic ultrasonic apparatus
according to the first embodiment;

FIG. 13 is a diagram for showing a medical image
management system including a medical image displaying
apparatus according to the second embodiment; and
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FIG. 14 is a block diagram for showing the structure of the
medical image displaying apparatus according to the second
embodiment.

DETAILED DESCRIPTION

A diagnostic imaging apparatus, a diagnostic ultrasonic
apparatus, and a medical image displaying apparatus accord-
ing to the present embodiments are explained in detail below
with reference to the attached drawings.

The diagnostic imaging apparatus, the diagnostic ultra-
sonic apparatus, and the medical image displaying apparatus
according to the present embodiment include a display unit,
an input unit, and a display control unit. The display unit is
provided with a display area in which a medical image is
displayed. The input unit receives inputs with respect to the
display area. The display control unit displays different
menus in the display area in accordance with the input
received by the input unit.

First, the structure of the diagnostic ultrasonic apparatus
is explained as the first embodiment. FIG. 1 is a block
diagram for showing the structure of the diagnostic ultra-
sonic apparatus according to the first embodiment. As illus-
trated in FIG. 1, the diagnostic ultrasonic apparatus accord-
ing to the first embodiment includes an ultrasonic probe 1,
a touch panel 2, an operating unit 3, and an apparatus main
body 10.

The ultrasonic probe 1 is provided with multiple piezo-
electric transducers. Each of the piezoelectric transducers
generates ultrasonic waves in accordance with a drive signal
supplied from a later-described transmitting unit 11 of the
apparatus main body 10, and moreover, it receives waves
reflected from a subject P and converts it to an electronic
signal. The ultrasonic probe 1 is also provided with a
matching layer on the piezoelectric transducers, a backing
material that prevents ultrasonic waves from propagating
backwards from the piezoelectric transducers, and the like.

When the ultrasonic probe 1 transmits an ultrasonic wave
to the subject P, the transmitted ultrasonic wave is reflected
sequentially from the surfaces of the body tissue of the
subject P with acoustic impedance discontinuities, and the
multiple piezoelectric transducers of the ultrasonic probe 1
receive it as a reflection wave signal. The amplitude of the
reflection wave signal depends on a difference in the acous-
tic impedances of the discontinuous surface from which the
ultrasonic wave is reflected. When the transmitted ultrasonic
pulses are reflected from the flowing bloodstream or the
surfaces of the cardiac wall or the like, the frequency of the
reflection wave signal is shifted due to the Doppler effect, in
accordance with the velocity component in the ultrasonic
wave transmission direction in the moving body.

The touch panel 2 displays an ultrasonic image generated
by the apparatus main body 10, and also receives various
operations from the operator of the diagnostic ultrasonic
apparatus. This touch panel 2 will be discussed in detail
later.

The operating unit 3 includes input devices such as a
mouse, a keyboard, buttons, panel switches, and a trackball,
and receives various setting requests from the operator by
way of the input devices. Then, the operating unit 3 trans-
mits the received setting requests to the apparatus main body
10.

The apparatus main body 10 generates an ultrasonic
image in accordance with the reflection wave signal received
by the ultrasonic probe 1. This apparatus main body 10
includes a transmitting unit 11, a receiving unit 12, a B-mode
processing unit 13, a Doppler processing unit 14, an image
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processing unit 15, an image memory 16, a control unit 17,
and an internal storage unit 18.

The transmitting unit 11 includes a trigger generating
circuit, a delaying circuit, a pulsar circuit, and the like, and
supplies a drive signal to the ultrasonic probe 1. The pulsar
circuit repeatedly generates rate pulses at a certain rate
frequency to create a transmission ultrasonic wave. Further-
more, the delaying circuit gives a delay time for each
piezoelectric transducer to each rate pulse generated by the
pulsar circuit so that it is used to gather the ultrasonic wave
generated by the ultrasonic probe 1 into a beam and deter-
mine the transmission directionality. Furthermore, the trig-
ger generating circuit supplies a drive signal to the ultrasonic
probe 1 at a timing based on the rate pulse.

The receiving unit 12 includes an amplifying circuit, an
A/D converter, an adder, and the like, and performs various
processing onto the reflection wave signal received by the
ultrasonic probe 1 to generate reflection wave data. The
amplifying circuit performs gain correction by amplifying
the reflection wave signal; the A/D converter performs A/D
conversion onto the gain-corrected reflection wave signal
and gives it a delay time necessary to determine the recep-
tion directionality; the adder performs an addition onto the
reflection wave signal that is processed by the A/D con-
verter; and thereby the reflection wave data is generated. In
the addition performed by the adder, the reflection compo-
nent of the direction corresponding to the reception direc-
tionality of the reflection wave signal is enhanced.

In this manner, the transmitting unit 11 and the receiving
unit 12 control the transmission directionality and the recep-
tion directionality during the transmission/reception of the
ultrasonic wave.

The B-mode processing unit 13 receives the reflection
wave data from the receiving unit 12 and performs loga-
rithmic amplification and envelop detection to generate data
(B-mode data) that represents the intensity of the signal by
the level of brightness.

The Doppler processing unit 14 performs frequency
analysis on the velocity information of the reflection wave
data received from the receiving unit 12, extracts echo
components of the bloodstream, tissue, and contrast agent by
use of the Doppler effect, and thereby generates data (Dop-
pler data) from the extracted multipoint information of the
moving bodies such as the average speed, dispersion, and
power.

The image processing unit 15 generates an ultrasonic
image from the B-mode data generated by the B-mode
processing unit 13 and the Doppler data generated by the
Doppler processing unit 14. For example, the image pro-
cessing unit 15 generates a B-mode image from the B-mode
data and a Doppler image from the Doppler data.

The image memory 16 stores therein the ultrasonic image
generated by the image processing unit 15.

The control unit 17 controls the entire process of the
diagnostic ultrasonic apparatus. For example, the control
unit 17 controls the transmitting unit 11, the receiving unit
12, the B-mode processing unit 13, the Doppler processing
unit 14, and the image processing unit 15, based on various
setting requests input by the operator by way of the oper-
ating unit 3 and various controlling programs and various
types of setting information that are read from the internal
storage unit 18. In addition, the control unit 17 displays the
ultrasonic image stored in the image memory 16 on the
touch panel 2. This control unit will be explained in detail
later.

The internal storage unit 18 stores therein controlling
programs that are used for various processes such as ultra-
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sonic wave transmission/reception, image processing, and
display processing, and various kinds of data such as diag-
nostic information (e.g., patient IDs and doctor’s remarks),
diagnostic protocols, and setting information. Moreover, the
internal storage unit 18 is used, if necessary, also for storage
of images stored in the image memory 16. The data stored
in the internal storage unit 18 may be transferred to an
external peripheral device by way of a not-shown interface
circuit. The internal storage unit 18 will be discussed in
detail later.

The structure of the diagnostic ultrasonic apparatus
according to the first embodiment has been explained. With
such a structure, the touch panel 2 of the diagnostic ultra-
sonic apparatus according to the first embodiment has a
display area in which an ultrasonic image is displayed, and
receives a position input operation to input any position in
the display area. When the position input operation is
received, the control unit 17 displays a menu in relation to
the ultrasonic image in the display area of the touch panel 2.

In other words, the diagnostic ultrasonic apparatus
according to the first embodiment displays an ultrasonic
image in the entire display area of the touch panel 2 during
the examination of the ultrasonic image, and, only when the
operator desires, it displays a necessary menu in the display
area. Thus, according to the first embodiment, the display
area of the monitor can be effectively used when an ultra-
sonic image is examined.

Next, the detailed structure of the diagnostic ultrasonic
apparatus according to the first embodiment is discussed.
FIG. 2 is a functional block diagram for showing the detailed
structure of the diagnostic ultrasonic apparatus according to
the first embodiment. In FIG. 2, the touch panel 2, the
control unit 17, and the internal storage unit 18 illustrated in
FIG. 1 are presented. Here, the touch panel 2, the control
unit 17, and the internal storage unit 18 are explained in
detail with reference to FIG. 2.

The touch panel 2 includes a display unit 2a and an input
unit 2b.

The display unit 2a includes a display area in which an
ultrasonic image is displayed. For example, the display unit
2a displays an ultrasonic image and various menus in
relation to the ultrasonic image, under the control of the
later-described display control unit 17a. The display unit 2a
may be a liquid crystal monitor.

The input unit 26 receives the position input operation
that is to input a position in the display area of the display
unit 2a. As the position input operation, for example, the
input unit 24 receives from the operator an operation of
touching any position in the display area of the display unit
2a. When the position in the display area is touched by the
operator, the input unit 26 sends the screen position infor-
mation that indicates the touched position to the later-
described display control unit 17a.

The internal storage unit 18 includes a setting information
storage unit 18a. This internal storage unit 18 may be a hard
disk drive or a non-volatile semiconductor memory.

The setting information storage unit 18a stores therein
setting information in which the area information and the
menu information are brought into correspondence. FIG. 3
is a diagram for showing an example of the setting infor-
mation stored in the setting information storage unit 18«
according to the first embodiment. As illustrated in FIG. 3,
for example, the setting information storage unit 18a stores
therein information in which the preset information, the area
information, and the menu information are brought into
correspondence, as the setting information.
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The preset information indicates the diagnosis target site.
For example, “abdomen”, “kidney”, or “thyroid gland” may
be entered in the preset information. When an ultrasonic
image is taken with the diagnostic ultrasonic apparatus
according to the first embodiment, the operator selects a
diagnosis target site from among the sites entered in the
preset information.

The area information indicates an area arranged in the
display area of the display unit 2a. For example, the area
information includes three items, “area™, “position”, and
“size”. A number is assigned to each area to uniquely
identify the individual areas arranged in the display area
among the same preset information. For the positions, area
position information is entered to indicate the positions of
the areas arranged in the display area. For the sizes, area size
information is entered to indicate the sizes of the areas
arranged in the display area.

The menu information indicates types of menus in rela-
tion to the ultrasonic image. According to the first embodi-
ment, the menu information is determined for different
display modes and different imaging modes. For example,
information on menus for live display and for freeze display
is determined as the menu information. Here, the live
display menu is used during the live display of an ultrasonic
image. Meanwhile, the freeze display menu is used during
the freeze display of the ultrasonic image. In addition, the
menu information for these display modes is determined for
each imaging mode. For example, information regarding 2D
imaging (imaging of a two-dimensional image), color imag-
ing, and Doppler imaging is determined for the menu
information of each display mode.

Then, information indicating various types of menus is
determined in the menu information for each display mode
and each imaging mode. For example, “patient informa-
tion”, “image quality parameter”, “preset”, “probe selec-
tion”, “image viewing”, “measurement 17, “annotation”,
“measurement 27, “body mark”, and the like are set in each
item of the menu information. The menus corresponding to
such menu information will be discussed in detail later.

With the setting information storage unit 18a storing
therein the setting information in which the area information
and the menu information are brought into association with
each other, one area or more are determined in the display
area of the display unit 2a. Furthermore, with the setting
information storage unit 18« storing therein the menus in
correspondence with the display mode and the imaging
mode for each area determined in the display area, a menu
that is to be displayed in response to the designation of an
area can be defined.

In FIG. 2, the control unit 17 includes the display control
unit 17a, a menu processing control unit 175, a setting
information changing unit 17¢, a transmission/reception
control unit 174, and a measuring unit 17e.

The display control unit 17a displays the ultrasonic
image, various menus in relation to the ultrasonic image, and
the like onto the display unit 2a. For example, the display
control unit 17a displays the ultrasonic image generated by
the apparatus main body 10 live on the display unit 2a.
Furthermore, for example, when the operator sends an
instruction of freeze display, the display control unit 17«
freezes (displays a still image of) the ultrasonic image
generated by the apparatus main body 10 on the display unit
2a.

Here, for example, the display control unit 17a¢ may
display a transmission/reception menu for receiving termi-
nation or start of the ultrasonic wave transmission/reception
in a display area 20, in accordance with the input received
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by the input unit 25. If the operator instructs termination of
the ultrasonic wave transmission/reception, the last ultra-
sonic image generated by the apparatus main body 10 is
freeze-displayed on the display unit 2a. Moreover, when the
operator instructs the start of the ultrasonic wave transmis-
sion/reception, the ultrasonic image generated by the appa-
ratus main body 10 is displayed live.

In addition, for example, when the input unit 25 receives
a position input operation, the display control unit 17a
displays a menu in relation to the ultrasonic image in the
display area of the display unit 2a. The display control unit
17a displays different menus in the display area in accor-
dance with the input received by the input unit 25. More
specifically, the display control unit 17a displays, in the
display area of the display unit 2a¢, a menu that is brought
into correspondence with the area including the position
input through the position input operation, based on the
setting information stored in the setting information storage
unit 18a.

More specifically, the display control unit 17a displays
various menus, in accordance with the diagnosis target site
that is selected by the operator from the preset information
at the imaging of the ultrasonic image. In addition, the
display control unit 17a determines which of the live display
menu and the freeze display menu is to be displayed, in
accordance with the ultrasonic image that is live-displayed
or freeze-displayed. Furthermore, the display control unit
17a displays a menu in accordance with the imaging mode.

FIGS. 4 to 10 are diagrams for explaining menus that are
displayed by the display control unit 17a according to the
first embodiment. It is assumed here that the setting infor-
mation storage unit 18a stores therein the setting informa-
tion indicated in FIG. 3. Furthermore, it is assumed that the
abdomen is selected as the diagnosis target site, the live
display is selected as the display mode, and 2D imaging is
selected as the imaging mode. In this situation, as indicated
in FIG. 4, five areas, 21 to 25, are arranged in the display
area 20 of the display unit 2a.

In FIG. 4, an area 21 corresponds to the data in which the
preset information shows “abdomen™ and the area of the
area information shows “1” according to the setting infor-
mation of FIG. 3. Further, an area 22 corresponds to the data
in which the preset information shows “abdomen” and the
area of the area information shows “2”. In addition, an area
23 corresponds to the data in which the preset information
shows “abdomen” and the area of the area information
shows “3”. An area 24 corresponds to the data in which the
preset information shows “abdomen™ and the area of the
area information shows “4”. An area 25 corresponds to the
data in which the preset information shows “abdomen” and
the area of the area information shows “5”. For convenience
of explanation, the areas 21 to 25 are indicated in broken
lines in FIG. 4, but no broken lines are actually displayed in
the display area 20.

When the input unit 25 receives the operation of touching
any position in the display area 20, the display control unit
17a receives the screen position information that indicates
the touched position from the input unit 26. Then, the
display control unit 17a identifies the area that includes the
position indicated by the received screen position informa-
tion, based on the area position information and the area size
information for each area that are included in the setting
information stored in the setting information storage unit
184, and displays the menu that corresponds to the identified
area in the display area 20.

It is assumed, for example, that the operation of touching
the area 21 is received by the input unit 26. Here, according
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to the setting information of FIG. 3, the data corresponding
to the area 21 includes “patient information™ in the menu
information for the live display of the 2D imaging. Thus, for
this case, the display control unit 174 displays a patient
information menu 31 in the display area 20, as indicated in
FIG. 5. The patient information menu 31 is used by the
operator to input information on the diagnosis target patient,
such as a patient ID that uniquely identifies the patient and
the age, gender, and name of the patient.

Furthermore, for example, the input unit 25 receives the
operation of touching the area 22. Here, according to the
setting information of FIG. 3, the data corresponding to the
area 22 includes “image quality parameter” in the menu
information for live display of 2D imaging. Thus, for this
case, the display control unit 17«4 displays an image quality
parameter menu 32 in the display area 20, as illustrated in
FIG. 6. The image quality parameter menu 32 is used by the
operator to input information on the quality of the ultrasonic
image, such as the frequency of the ultrasonic wave gener-
ated by the ultrasonic probe 1, the focus of the ultrasonic
wave, and the brightness of the ultrasonic image.

Still further, for example, the input unit 25 receives the
operation of touching the area 23. Here, according to the
setting information of FIG. 3, the data corresponding to the
area 23 has “preset” in the menu information for live display
of 2D imaging. Thus, for this case, the display control unit
17a displays a preset menu 33 in the display area 20, as
illustrated in FIG. 7. The preset menu 33 is used by the
operator to select a diagnosis target site.

Still further, for example, the input unit 25 receives the
operation of touching the area 24. Here, according to the
setting information of FIG. 3, the data corresponding to the
area 24 has “probe selection” in the menu information for
live display of 2D imaging. Thus, for this case, the display
control unit 17a displays a probe selection menu 34 in the
display area 20, as illustrated in FIG. 8. The probe selection
menu 34 is used by the operator to select the ultrasonic probe
1 that is to be adopted for the ultrasonic imaging from
among the multiple ultrasonic probes.

Still further, for example, the input unit 25 receives the
operation of touching the area 25. According to the setting
information of FIG. 3, the data corresponding to the area 25
has “image viewing” in the menu information for live
display of 2D imaging. Thus, for this case, the display
control unit 17a displays an image viewing menu 35 in the
display area 20, as illustrated in FIG. 9. The image viewing
menu 35 is used by the operator to select an image that is to
be displayed in the display area from among the previously
taken ultrasonic images of the same subject. For example,
the previously taken ultrasonic images are displayed in
thumb-nailed form on the image viewing menu 35 so that the
operator can select any one of the ultrasonic images that are
displayed.

If, for example, freeze display is selected as the display
mode, the display control unit 17« displays a menu in the
display area 20, based on what is indicated in the 2D menu
information for freeze display, according to the setting
information stored in the setting information storage unit
18a. More specifically, the display control unit 17a may
display a measurement menu for receiving selection of a
specific measurement item in the display area 20, in accor-
dance with the input received by the input unit 2b.

For example, the input unit 25 receives the operation of
touching the area 21. According to the setting information of
FIG. 3, the data corresponding to the area 21 has “measure-
ment 1” in the menu information for freeze display of 2D
imaging. Thus, for this case, the display control unit 17«

10

15

20

25

30

35

40

45

50

55

60

65

8

displays in the display area 20, for example, a measurement
menu 41 for measuring any distance in the ultrasonic image,
as illustrated in FIG. 10.

Furthermore, the input unit 25 receives, for example, the
operation of touching the area 22. Here, according to the
setting information of FIG. 3, the data corresponding to the
area 22 has “annotation” in the menu information for freeze
display of 2D imaging. Thus, for this case, the display
control unit 17a displays in the display area 20 an annotation
menu 42 for attaching various kinds of information on the
diagnosis, such as a type of tumor developed in the imaged
site, to the ultrasonic image, as illustrated in FIG. 10.

Still further, the input unit 25 receives the operation of
touching the area 23. Here, according to the setting infor-
mation of FIG. 3, the data corresponding to the area 23 has
“measurement 2 in the menu information for freeze display
of the 2D imaging. Thus, for this case, the display control
unit 17a displays, for example, a measurement menu 43 for
measuring the size of any region included in the ultrasonic
image in the display area 20, as illustrated in FIG. 10.

Still further, for example, the input unit 25 receives the
operation of touching the area 24. Here, according to the
setting information of FIG. 3, the data corresponding to the
area 24 has “body mark” in the menu information for freeze
display of the 2D imaging. Thus, for this case, the display
control unit 174 displays in the display area 20 a body mark
menu 44 for attaching a body mark to the ultrasonic image
to show the position or orientation of the ultrasonic probe 1
placed on the subject, as illustrated in FIG. 10.

As discussed above, because the display control unit 17a
changes a menu displayed in the display area in accordance
with the display mode, a suitable menu can be displayed in
accordance with the display mode when, for example, the
menus used by the operator vary depending on the display
mode of the ultrasonic image.

The display control unit 174 is configured, for example, to
display a menu that is likely to be manipulated while the
ultrasonic image is being examined, as illustrated in FIGS.
6 to 10, so as not to interfere with the examination of the
ultrasonic image displayed in the display area 20. In other
words, the display control unit 17a displays any menu that
is likely to be manipulated while the ultrasonic image is
being examined in such a manner that the area of the
ultrasonic image that is hidden behind the menu is mini-
mized in the display area 20.

In addition, after displaying a menu in correspondence
with the position designating operation conducted by the
operator, the display control unit 17a may perform control so
that the displayed menu disappears from the display area
after a predetermined period of time. In such a case, the
display control unit 17a may further perform control so that
the menu would not disappear after the predetermined
period of time when an operation of requesting fixed menu
display is received from the operator. In this manner, the
operability of the menu display can be improved.

In FIG. 2, the menu processing control unit 176 controls
all the units of the apparatus main body 10 in accordance
with the menus under the control of the display control unit
17a. For example, the menu processing control unit 176
controls the later-explained transmission/reception control
unit 174 in accordance with the input on the transmission/
reception menu displayed in the display area 20. In addition,
for example, the menu processing control unit 174 controls
the later-described measuring unit 17¢ in accordance with
the input on the measurement menu 41 or 43 displayed in the
display area 20.
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The transmission/reception control unit 174 controls the
transmission and reception of the ultrasonic wave. This
transmission/reception control unit 17d performs control,
based on the input on the transmission/reception menu,
under the control of the menu processing control unit 175 in
such a manner as to start or stop the transmission and
reception of the ultrasonic wave. More specifically, the
transmission/reception control unit 174 controls the trans-
mitting unit 11 and the receiving unit 12 of the apparatus
main body 10 to stop or start the transmission and reception
of the ultrasonic wave.

The measuring unit 17e performs measurements onto the
ultrasonic image for certain measurement items. This mea-
suring unit 17e performs control for the selected measure-
ment item in accordance with the input on the measurement
menu 41 or 43 under the control of the menu processing
control unit 174. For example, if input is made on the
measurement menu 41, the measuring unit 17¢ executes the
process of measuring a certain distance in the ultrasonic
image. Furthermore, if input is made on the measurement
menu 43, the measuring unit 17e executes the process of
measuring the size of a certain region included in the
ultrasonic image.

The measurements performed by the measuring unit 17e
are not limited to the above. For example, the measuring unit
17e may perform measurements of the bloodstream speed in
a Doppler image, the ratio of the bloodstream speeds during
constriction and expansion, and the weight of a fetus esti-
mated from the length of the spine and the size of the head
at the examination.

The setting information changing unit 17¢ changes the
association of the area information and the menu informa-
tion in the setting information stored in the setting informa-
tion storage unit 18a. The setting information changing unit
17¢ also changes the area position information and the area
size information included in the setting information.

For example, the setting information changing unit 17¢
displays in the display unit 2« the information indicating the
layout of the menus in the display area, in response to a
request from the operator. FIG. 11 is a diagram for showing
an example of the menu layout displayed by the setting
information changing unit 17¢ according to the first embodi-
ment. As illustrated in FIG. 11 the setting information
changing unit 17¢ displays, for example, the areas laid out
in the display area 20 in broken lines, in accordance with the
area information included in the setting information stored
in the setting information storage unit 18a4. The setting
information changing unit 17¢ also displays, for each area,
a live display menu and a freeze display menu that are
brought into correspondence with each area. The setting
information changing unit 17¢ changes the display illus-
trated in FIG. 11, for each site entered in the preset infor-
mation and each imaging mode.

More specifically, the setting information changing unit
17¢ receives an operation of changing the association of the
area and the menu from the operator, for the area displayed
by the display unit 2a. For example, the setting information
changing unit 17¢ receives an operation of rewriting infor-
mation of the menu displayed in the area indicated in broken
lines in the display area 20, as the operation of changing the
association of the area and the menu. In accordance with the
received operation, the setting information changing unit
17¢ changes the association of the area information and the
menu information in the setting information stored in the
setting information storage unit 18a.

Moreover, the setting information changing unit 17¢
receives from the operator the operation of changing the

20

30

40

45

55

65

10

positions of the areas displayed in the display unit 2a. For
example, the setting information changing unit 17¢ receives
the operation of moving the areas shown in the broken lines
in the display area 20, as the operation of changing the
positions of the areas. Then, the setting information chang-
ing unit 17¢ changes the area position information that is
included in the area information stored in the setting infor-
mation storage unit 18a, in accordance with the received
operation.

The setting information changing unit 17¢ also receives
the operation of changing the sizes of the areas displayed on
the display unit 2a from the operator. For example, the
setting information changing unit 17¢ receives, as the opera-
tion of changing the sizes of the areas, the operation of
enlarging or reducing any area indicated in broken lines in
the display area 20. Then, the setting information changing
unit 17¢ changes the area size information included in the
area information stored in the setting information storage
unit 18a, in accordance with the received operation.

Moreover, the setting information changing unit 17¢
receives the operation of changing the number of areas
displayed on the display unit 2a from the operator. For
example, the setting information changing unit 17¢ receives,
as the operation of changing the number of areas, the
operation of deleting any area indicated in broken lines in
the display area 20 or the operation of adding an area
indicated in broken lines in the display area 20. Then, the
setting information changing unit 17¢ deletes the data of the
deleted area and adds the data of the added area with respect
to the area information stored in the setting information
storage unit 18a, in accordance with the received operation.

Here, as indicated in FIG. 11, the information on the areas
and menus that is displayed in the display area 20 has been
explained. On the other hand, for example, the setting
information indicated in FIG. 3 may be displayed in the form
of a list in the display area 20. In this manner, the operator
can make more modifications to the setting information at a
time.

Next, the procedure of the menu displaying process
executed by the diagnostic ultrasonic apparatus according to
the first embodiment is explained. FIG. 12 is a flowchart of
the procedure of the menu displaying process executed on
the diagnostic ultrasonic apparatus according to the first
embodiment.

As indicated in FIG. 12, in the diagnostic ultrasonic
apparatus according to the first embodiment, when the
operator starts the diagnosis (yes at step S101), the apparatus
main body 10 generates an ultrasonic image in accordance
with a reflection wave signal received by the ultrasonic
probe 1 (step S102).

In addition, the display control unit 17a displays the
ultrasonic image generated by the apparatus main body 10
live on the display unit 2a (step S103). If the operator does
not instruct to start the freeze display (no at step S104), the
display control unit 17a continues to display the ultrasonic
image live.

Then, when the operator touches the display area while
the ultrasonic image is being displayed live (yes at step
S105), the display control unit 17a displays the live display
menu corresponding to the touched position (step S106). If
the operator does not touch the display area (no at step
S105), the display control unit 17a continues to generate and
live-display the ultrasonic image without displaying any
menu until the operator terminates the diagnosis (no at step
S111).

In addition, if the operator instructs to start the freeze
display during the live display of the ultrasonic image (yes
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at step S104), the display control unit 17a freeze-displays
the ultrasonic image generated by the apparatus main body
10 onto the display unit 2a (step S107).

Then, if the operator touches the display area during the
freeze display of the ultrasonic image (yes at step S108), the
display control unit 17a displays the freeze display menu
corresponding to the touched position on the display area
(step S109). If the operator does not touch the display area
(no at step S108), the display control unit 174 continues to
freeze-display the ultrasonic image without displaying any
menu, until the operator issues instructions to terminate the
freeze display (no at step S110).

Furthermore, when the operator issues instructions to
terminate the freeze-display (yes at step S110), the display
control unit 17a returns to the display mode of displaying the
ultrasonic image live, and performs generation and live
display of the ultrasonic image until the operator terminates
the diagnosis (no at step S111).

Then, when the operator terminates the diagnosis while
the ultrasonic image is being displayed live (yes at step
S111), the display control unit 17a terminates the live
display of the ultrasonic image.

As discussed above, according to the first embodiment,
the display unit 2a includes a display area to display an
ultrasonic image. In addition, the input unit 26 receives a
position input operation for inputting a position in the
display area included in the display unit 2a. Then, when the
input unit 26 receives the position input operation, the
display control unit 17a displays a menu in relation to the
ultrasonic image in the display area. Thus, according to the
first embodiment, a menu is displayed only when it is
necessary for the operator, and therefore the display area of
the monitor can be effectively used during the examination
of the ultrasonic image.

Furthermore, according to the first embodiment, the dis-
play unit 2¢ and the input unit 26 are realized by a touch
panel. Thus, according to the first embodiment, a necessary
menu is displayed when an area predetermined in the display
area of the touch panel is touched, and thus the operator can
perceptively perform operations.

In addition, according to the first embodiment, the setting
information storage unit 18a stores therein setting informa-
tion in which area information indicating an area provided in
the display area of the display unit 2¢ and menu information
indicating a type of menu are associated with each other.
Then, based on the setting information stored in the setting
information storage unit 18a, the display control unit 17«
displays in the display area a menu that is brought into
correspondence with the area including the position input
through the position input operation. Hence, according to the
first embodiment, a menu that is predetermined for each area
provided in the display area can be displayed.

In addition, according to the first embodiment, the menu
information stored in the setting information storage unit
18a includes information on the live display menu that is
used during the live display of an ultrasonic image and the
freeze display menu that is used during the freeze display of
an ultrasonic image. Then, depending on the live display or
freeze display of the ultrasonic image, the display control
unit 17a determines whether the live display menu or the
freeze display menu is to be displayed. Hence, according to
the first embodiment, a suitable menu can be displayed in
accordance with the display mode of the ultrasonic image
when the menu used by the operator varies in accordance
with the display mode.

In addition, according to the first embodiment, the setting
information changing unit 17¢ changes the association of the
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area information and the menu information in the setting
information stored in the setting information storage unit
18a. Thus, according to the first embodiment, the operator is
allowed to freely change a menu, for each area, that is
displayed when an area provided in the display area is
designated.

Further, according to the first embodiment, the area infor-
mation stored in the setting information storage unit 18«
includes area position information that indicates an area
provided in the display area. Then, the setting information
changing unit 17¢ changes the area position information
included in the area information. Thus, according to the first
embodiment, the operator is allowed to freely change the
position of the area provided in the display area.

In addition, according to the first embodiment, the area
information stored in the setting information storage unit
18a includes area size information that indicates the size of
an area provided in the display area. Then, the setting
information changing unit 17¢ changes the area size infor-
mation included in the area information. Hence, according to
the first embodiment, the operator is allowed to freely
change the size of the area provided in the display area.

According to the first embodiment, the structure in which
areas laid out in the display area are not displayed has been
explained. On the other hand, for example, the display
control unit 17a may display the areas in a transparent color
or in frames in the display area. In this manner, the operator
can easily recognize the range in which the areas are laid out
in the display area. In this case, for example, information
necessary for the display of the areas, such as information on
the hue and shade of the transparent color, is added as
display information to the setting information illustrated in
FIG. 3. Then, the display control unit 174 displays the areas
in the display area by use of the display information included
in the setting information. In addition, the setting informa-
tion changing unit 17¢ may be configured to change the
display information in response to the operator’s request. In
this manner, the operator is allowed to freely change the
display style of the areas displayed in the display area.

In addition, according to the first embodiment, the struc-
ture in which the input unit 25 of the touch panel 2 receives
from the operator the operation of touching any position in
the display area of the display unit 2a as the position input
operation has been discussed. On the other hand, for
example, the operating unit 3 may receive the position input
operation from the operator by way of a mouse, a keyboard,
buttons, panel switches, trackballs, and the like. In such a
case, the operating unit 3 may receive the operator’s opera-
tion of clicking the mouse on the display area, and send the
screen position information indicating the clicked position to
the display control unit 17a. In this manner, even if, for
example, the input unit 25 of the touch panel 2 develops
trouble and becomes unusable, the operator can still have a
menu displayed on the display area.

Furthermore, according to the first embodiment, the struc-
ture in which a menu is displayed when the position desig-
nation operation is received from the operator has been
explained. For example, the display control unit 17a may be
configured to switch between the display mode explained in
the first embodiment and the conventional display mode of
displaying the menus and the ultrasonic image together, in
response to the operator’s request. In this manner, the
manner of displaying menus can be suitably changed in
accordance with the type of diagnosis and the operator’s
preference.

Furthermore, according to the first embodiment, for
example, the display of menus that are generally used for the
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operator of the diagnostic ultrasonic apparatus to perform
operations in relation to the ultrasonic image, such as the
patient information menu 31, the image quality parameter
menu 32, the preset menu 33, the probe selection menu 34,
and the image viewing menu 35, has been explained. On the
other hand, when an operation different from any of the
generally used menus that have been discussed in the first
embodiment is received from the operator, the display
control unit 174 may be configured to display in the display
area a menu specially used by a service person or the like
who performs maintenance of the display diagnostic ultra-
sonic apparatus. The specially used menu may be an initial
setting menu that is used for initial settings when the
diagnostic ultrasonic apparatus is newly installed in a hos-
pital or the like and a setting change menu that is used by a
service person to change the system settings. In such a
situation, for example, the display control unit 17a is con-
figured to display these menus in the display area when the
operator touches a certain area laid out in the display area of
the display unit 2a for a predetermined length of time (e.g.,
5 seconds) or longer.

In addition, according to the first embodiment, the struc-
ture in which multiple areas are displayed in the display area
of the display unit 2a and operations in relation to these
areas are received so that various menus are displayed has
been discussed. In contrast, a sensor may be provided in the
frame of the monitor that has a displaying function only so
that when the sensor detects that the operator touches any
position of the frame, the display control unit 17a can
display a menu corresponding to the touched position. In
such a situation, for example, when the position of a frame
in the upper part of the monitor is touched, the display
control unit 17a displays the patient information menu 31 in
the display area, while when the position of a frame in the
right part of the monitor is touched, the display control unit
17a displays the probe selection menu 34 in the display area.

In addition, the diagnostic ultrasonic apparatus has been
discussed in the first embodiment, but the exemplary
embodiments are not limited thereto. For example, the menu
displaying function explained in the first embodiment may
be implemented in other diagnostic imaging apparatus such
as an X-ray diagnostic apparatus, an X-ray computed
tomography (CT) apparatus, a magnetic resonance imaging
(MRI) apparatus.

Next, as the second embodiment, the medical image
displaying apparatus is explained. FIG. 13 is a diagram of a
medical image management system including a medical
image displaying apparatus 50 according to the second
embodiment. As illustrated in FIG. 13, for example, the
medical image displaying apparatus 50 is connected to a
medical diagnostic imaging apparatus 70 and a medical
image storage apparatus 80 by way of a network 60 in a
communicable manner.

The medical diagnostic imaging apparatus 70 collects
medical images of the subject. This medical diagnostic
imaging apparatus 70 may be a diagnostic ultrasonic appa-
ratus, a magnetic resonance imaging apparatus, or an X-ray
computed tomography (CT) apparatus. The medical diag-
nostic imaging apparatus 70 generates a medical image in
the imaging format, for example, based on the digital
imaging and communications in medicine (DICOM) stan-
dard.

The medical image storage apparatus 80 stores therein the
medical images collected by the medical diagnostic imaging
apparatus 70. For example, the medical image storage
apparatus 80 stores therein the medical images generated by
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the medical diagnostic imaging apparatus 70 in the imaging
format based on the DICOM standard.

The medical image displaying apparatus 50 obtains a
medical image from the medical diagnostic imaging appa-
ratus 70 or the medical image storage apparatus 80, and
displays the obtained medical image. The medical image
displaying apparatus 50 is, for example, an image viewer or
a workstation.

FIG. 14 is a block diagram for showing the structure of the
medical image displaying apparatus 50 according to the
second embodiment. As illustrated in FIG. 14, the medical
image displaying apparatus 50 according to the second
embodiment includes, for example, a display unit 51, an
input unit 52, a storage unit 53, and a control unit 54.

The display unit 51 includes a display area to display a
medical image. The display unit 51 is, for example, a liquid
crystal monitor or a cathode ray tube (CRT) monitor. For
example, the display unit 51 displays various medical
images and various menus in relation to the medical images,
under the control of a later-described display control unit
54a.

The input unit 52 receives input of various kinds of
information from the operator. The input unit 52 may be a
mouse or a keyboard. For example, the input unit 52 receives
a position input operation with which a position in the
display area of the display unit 51 is input. As a specific
example, the input unit 52 receives, as a position input
operation, an operation of clicking any position in the
display area of the display unit 51 with the mouse from the
operator. In addition, when the position in the display area
is clicked by the operator, the input unit 52 sends screen
position information that indicates the clicked position to the
display control unit 54a.

The display unit 51 and the input unit 52 may be provided
by the touch panel.

The storage unit 53 stores therein various types of medical
information. The storage unit 53 may be a hard disk drive or
a semiconductor memory. For example, the storage unit 53
includes a setting information storage unit 53q and an image
storage unit 535.

The setting information storage unit 534 stores therein, in
the same manner as the setting information storage unit 18«
described in the first embodiment, setting information in
which area information indicating an area provided in the
display area of the display unit 51 and menu information
indicating a type of menu are associated with each other.
According to the second embodiment, the area information
indicates an area provided in the display area of the display
unit 51. Furthermore, according to the second embodiment,
the menu information indicates a type of menu in relation to
medical images.

For example, according to the second embodiment, infor-
mation on the menu for display of moving images and
information on the menu for display of still images are
provided as the menu information. Here, the menu for
moving image display is used when a medical moving image
is being displayed. Moreover, the menu for still image
display is used when a medical still image is being dis-
played.

The image storage unit 535 stores therein various medical
images obtained from the medical diagnostic imaging appa-
ratus 70 or the medical image storage apparatus 80.

The control unit 54 includes the display control unit 54a,
a menu processing control unit 545, a setting information
changing unit 54¢, a measuring unit 54e, and an image
obtaining unit 54/



US 9,483,177 B2

15

The image obtaining unit 54f obtains a medical image
from the medical diagnostic imaging apparatus 70 or the
medical image storage apparatus 80 by way of the network
60. For example, the image obtaining unit 54f sends, in
response to the operator’s request, a medical image obtain-
ing request to the medical diagnostic imaging apparatus 70
or the medical image storage apparatus 80, and receives a
medical image in response to this obtaining request. Then,
the image obtaining unit 54f stores the received medical
image in the image storage unit 535.

The display control unit 54a displays various medical
images and various menus in relation to the medical images
onto the display unit 51. For example, the display control
unit 54q receives an instruction of the moving image display
or the still image display of a medical image from the
operator, and performs the moving image display or the still
image display of the medical image designated by the
operator onto the display area of the display unit 51, in
accordance with the received instruction.

Furthermore, the display control unit 54a displays a menu
in relation to the medical images in the display area of the
display unit 51 when the input unit 52 receives a position
input operation. The display control unit 54a displays dif-
ferent menus in the display area, in response to the input
received by the input unit 52. More specifically, the display
control unit 54a displays a menu that is brought into
correspondence with the area that includes the position input
through the position input operation in the display area of the
display unit 51, based on the setting information stored in
the setting information storage unit 53a.

Furthermore, the display control unit 54a displays the
moving image display menu or the still image display menu,
depending on whether the medical image is displayed as a
moving image or a still image. More specifically, when the
medical image is displayed as a moving image, the display
control unit 54a displays the menu in the display area 20,
based on the information determined as the menu informa-
tion for moving image display in the setting information
stored in the setting information storage unit 53a. For
example, the display control unit 54a displays, if the medical
image is displayed as a moving image, a menu for receiving
an instruction of slow-motion playback or frame-by-frame
playback of the moving image, in the display area 20.

On the other hand, if the medical image is displayed as a
still image, the display control unit 54 displays a menu in
the display area 20, based on the information determined in
the menu information for still image display in the setting
information stored in the setting information storage unit
53a. For example, the display control unit 54a displays a
measurement menu for receiving selection of a specific
measurement item in the display area, in response to the
input received by the input unit 256. Otherwise, the display
control unit 54a displays menus such as “patient informa-
tion”, “image quality parameter”, and “image viewing” in
the display area, in the same manner as the first embodiment.

The control of the menu display performed by the display
control unit 54a is the same as the control of the menu
display performed by the display control unit 17a according
to the first embodiment, and thus detailed explanations are
omitted here.

The menu processing control unit 545 controls the units of
the apparatus main body 10 so that processes are executed
in correspondence with individual menus under the control
of the display control unit 54a. For example, the menu
processing control unit 545 controls the later-described
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measuring unit 54e, in accordance with the input on the
measurement menu 41 or 43 displayed in the display area
20.
The measuring unit 54e performs measurement onto the
medical image for a specific measurement item. This mea-
suring unit 54e performs measurement in relation to the
selected measurement item under the control of the menu
processing control unit 545, based on the input on the
measurement menu. For example, in response to the input on
the measurement menu, the measuring unit 54e performs a
process of measuring a certain distance in the ultrasonic
image or a process of measuring the size of a certain area
included in the ultrasonic image.
The setting information changing unit 54¢ changes the
association between the area information and the menu
information in the setting information stored in the setting
information storage unit 53a. Furthermore, the setting infor-
mation changing unit 54¢ changes the area position infor-
mation included in the setting information and the area size
information included in the setting information. The func-
tion of the setting information changing unit 54¢ is the same
as that of the setting information changing unit 17¢
explained in the first embodiment, and thus detailed expla-
nations are omitted here.
As described above, the medical image displaying appa-
ratus 50 according to the second embodiment includes the
image obtaining unit 54f, the image storage unit 535, the
display unit 51, the input unit 52, and the display control unit
54a. The image obtaining unit 54f obtains medical images.
The image storage unit 535 stores therein the medical
images. The display unit 51 includes a display area to
display the medical images. The input unit 52 receives input
in relation to the display area of the display unit 51. Then,
the display control unit 54a displays different menus in the
display area of the display unit 51 in accordance with the
input received by the input unit 52. Thus, according to the
second embodiment, a menu is displayed only when it is
necessary for the operator, and thus the display area of the
display unit 51 can be effectively used during the examina-
tion of the medical image.
As discussed above, according to the first and second
embodiments, the display area of the display unit can be
effectively used during the examination of the medical
image.
While certain embodiments have been described, these
embodiments have been presented by way of example only,
and are not intended to limit the scope of the inventions.
Indeed, the novel embodiments described herein may be
embodied in a variety of other forms; furthermore, various
omissions, substitutions and changes in the form of the
embodiments described herein may be made without depart-
ing from the spirit of the inventions. The accompanying
claims and their equivalents are intended to cover such
forms or modifications as would fall within the scope and
spirit of the inventions.
What is claimed is:
1. An apparatus, comprising:
a touch panel that displays a medical image and receives
a touching operation by an operator; and

processing circuitry, wherein

the touch panel includes a display area in which the
medical image is displayed and which includes a first
area and a second area, the first area not being corre-
lated with a function executed in response to the
touching operation, the second area being correlated
with a function executed in response to the touching
operation, and
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the processing circuitry is configured to execute the
function being correlated with the second area in
response to the touching operation in the second area,
the second area not displaying therein a graphic for
operation of the function.

2. The apparatus according to claim 1, wherein the
processing circuitry is further configured to change the
function being correlated to the second area and executed in
response to the touching operation according to a change of
at least one of an imaging mode and a display mode.

3. The apparatus according to claim 1, wherein the
processing circuitry is further configured to execute the
function being correlated to the second area in response to
the touching operation in a first imaging mode and not in a
second imaging mode.

4. The apparatus according to claim 2, wherein the
processing circuitry is further configured to execute the
function being correlated to the second area in response to
the touching operation in a first imaging mode and not in a
second imaging mode.

5. The apparatus according to claim 1, wherein the
processing circuitry is further configured to execute the
function being correlated to the second area in response to
the touching operation in a first display mode and not in a
second display mode.

6. The apparatus according to claim 2, wherein the
processing circuitry is further configured to execute the
function being correlated to the second area in response to
the touching operation in a first display mode and not in a
second display mode.

7. The apparatus according to claim 3, wherein the
processing circuitry is further configured to execute the
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function being correlated to the second area in response to
the touching operation in a first display mode and not in a
second display mode.

8. The apparatus according to claim 4, wherein the
processing circuitry is further configured to execute the
function being correlated to the second area in response to
the touching operation in a first display mode and not in a
second display mode.

9. The apparatus according to claim 1, wherein the display
area includes a plurality of second areas being correlated to
different functions.

10. The apparatus according to claim 5, wherein the
display area includes a plurality of second areas being
correlated to different functions.

11. The apparatus according to claim 1, wherein the
processing circuitry is further configured to execute the
function being correlated to the second area in response to
the touching operation, the function including displaying the
graphic for operation.

12. The apparatus according to claim 11, wherein the
processing circuitry is further configured to execute the
function being correlated to the second area in response to
the touching operation, the function including displaying a
menu.

13. The apparatus according to claim 1, wherein the
processing circuitry is further configured to execute the
function being correlated to the second area in response to
the touching operation, the function relating to an image
quality parameter.



